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Abstract

In this paper we obtain an upper bound on the minimum distance of turbo codes using true cubic permutation polynomial (CPP) interleavers of some particular lengths. We address interleavers of lengths of the form $8p$ or $24p$, with $p$ a prime number so that $3 \mid (p - 1)$, used in classical 1/3 rate turbo codes with recursive systematic convolutional component codes having generator matrix $G = [1, 15/13]$, in octal form. We prove that 27 is an upper bound on the minimum distance for these types of lengths. We also derive the coefficients of the inverse true CPP for a true CPP of the considered lengths.
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1 Introduction

Permutation polynomials (PPs) used as interleavers for turbo codes [1–10] have gained a high interest because of their advantages as low complexity and algebraic properties so that they are easily to be designed and implemented. Quadratic permutation polynomials (QPPs) have been adopted as interleavers for Long Term Evolution (LTE) standard [11]. Other known performant interleavers, which are not fully algebraic, are dithered relative prime (DRP) interleavers [12] and almost regular permutation (ARP) interleavers [13,14]. In [5] some upper bounds on the minimum distance of turbo codes with QPP interleavers have been obtained. A partial upper bound on the minimum distance of turbo codes with any degree PP interleavers has been obtained later in [9].

In this paper we deal with the minimum distance of turbo codes with true cubic permutation polynomial (CPP) interleavers (detailed in Subsection 2.2) of lengths of the form $8p$ or $24p$, with $p$ a prime number so that $3 \mid (p - 1)$.

1.1 Contributions

The main contributions in this paper are:

- we prove that for the above mentioned interleaver lengths, the minimum distance of a classical 1/3 rate turbo code with two recursive systematic convolutional (RSC) component codes having generator matrix $G = [1, 15/13]$ in octal form, is upper bounded by the value of 27.

- we prove that for the above mentioned interleaver lengths a true CPP admits a true inverse CPP and we derive the coefficients of this inverse CPP.
we give some examples of CPPs and QPPs with optimal minimum distance for four
small to large interleaver lengths and we make some remarks about PPs of degree
higher than three for the considered interleaver lengths in the paper.

The paper is structured as follows. In Section 2 some preliminaries about CPPs are
presented. The main result is proved in Section 3. In Section 4 we give four examples of
CPPs and QPPs with optimal minimum distance, with comments on their performances
and in Section 5 some conclusions are drawn.

2 Preliminaries

2.1 Notations

In the paper we use the following notations:
• \((\text{mod } L)\), with \(L\) a positive integer, denotes modulo \(L\) operation
• \(a \mid b\), with \(a\) and \(b\) positive integers, denotes \(a\) divides \(b\)
• \(\gcd(a, b)\), with \(a\) and \(b\) positive integers, denotes the greatest common divisor of \(a\)
  and \(b\).

2.2 Results about CPPs

A CPP modulo \(L\) is a third degree polynomial

\[
\pi(x) = (f_1 x + f_2 x^2 + f_3 x^3) \pmod{L},
\]  

so that for \(x \in \{0, 1, \ldots, L - 1\}\), values \(\pi(x) \pmod{L}\) perform a permutation of the set
\(\{0, 1, \ldots, L - 1\}\).

A CPP is a true CPP if the permutation performed by it cannot be performed by a
permutation polynomial of degree smaller than three.

Two CPPs with different coefficients are different CPPs if they lead to different per-
mutations.

Conditions on coefficients \(f_1, f_2, \) and \(f_3\) so that the third degree polynomial in (1) is
a CPP modulo \(L\) have been obtained in [15][16]. Because we are interested in interleaver
lengths of the form \(8p\) or \(24p\), with \(p\) a prime number so that \(3 \mid (p - 1)\), in Table 1 we
give the coefficient conditions only for the primes 2, 3, and \(p\), with \(3 \mid (p - 1)\), when the
interleaver length is of the form

\[
L = 2^{n_{L,2}} \cdot 3^{n_{L,3}} \cdot p,
\]  

with \(n_{L,2} > 1, n_{L,3} \in \{0, 1\}\) and \(p\) a prime number so that \(3 \mid (p - 1)\).

Table 1: Conditions for coefficients \(f_1, f_2, f_3\) so that \(\pi(x)\) in (1) is a CPP modulo \(L\) of
the form (2)

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>(p = 2)</td>
<td>(n_{L,2} &gt; 1)</td>
</tr>
<tr>
<td>2)</td>
<td>(p = 3)</td>
<td>(n_{L,3} = 1)</td>
</tr>
<tr>
<td>3)</td>
<td>(3 \mid (p - 1))</td>
<td>(n_{L,p} = 1)</td>
</tr>
</tbody>
</table>
A CPP modulo \( L \)

\[
\rho(x) = (\rho_1 x + \rho_2 x^2 + \rho_3 x^3) \pmod{L},
\]

is an inverse of the CPP in (1) if

\[
\pi(\rho(x)) = x \pmod{L}, \forall x \in \{0, 1, \cdots, L - 1\}.
\]

### 3 Main Result

In this section we prove that for interleaver lengths of the form

\[
L = 8p = 2^3 \cdot p \text{ or } L = 24p = 2^3 \cdot 3 \cdot p, \text{ with } p \text{ a prime number so that } 3 \mid (p - 1),
\]

a true CPP leads to a minimum distance which is upper bounded by the value of 27 for a classical 1/3 rate turbo code with two RSC component codes having generator matrix \( G = [1, 15/13] \) in octal form.

Firstly, we prove two lemmas necessary for the main result.

**Lemma 3.1.** Let the interleaver length be of the form (5). Then all true different CPPs have possible values for coefficients \( f_3 \) and \( f_2 \) equivalent to those from the second and third column, respectively, in Table 2. Coefficient \( f_1 \) have to fulfill the necessary conditions, but not sufficient, from the fourth column in Table 2.

<table>
<thead>
<tr>
<th>( L )</th>
<th>( f_3 )</th>
<th>( f_2 )</th>
<th>( f_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8p</td>
<td>2p</td>
<td>0 or 2p</td>
<td>1 (mod 4) or 3 (mod 4)</td>
</tr>
<tr>
<td>24p</td>
<td>2p</td>
<td>0 or 6p</td>
<td>1 (mod 4) or 3 (mod 4), 0 (mod 3) or 2 (mod 3)</td>
</tr>
</tbody>
</table>

**Proof.** For the interleaver length of the form \( L = 8p \), a true CPP is equivalent to a CPP for which \( f_2 < L/2 = 4p \) and \( f_3 < L/2 = 4p \). For the interleaver length of the form \( L = 24p \), a true CPP is equivalent to a CPP for which \( f_2 < L/2 = 12p \) and \( f_3 < L/6 = 4p \). Taking into account the coefficient conditions for a CPP given in Table 1 the result for coefficients \( f_2 \) and \( f_3 \) from Table 2 follows.

We note that when \( L = 8p \) or \( L = 24p \), from condition 1) in Table 1 \( f_1 \) results odd. Thus, we can have only \( f_1 = 1 \) (mod 4) or \( f_1 = 3 \) (mod 4). When \( L = 24p \), from condition 2) in Table 1 it results that \( f_1 + f_3 \neq 0 \) (mod 3). But \( f_3 = 2p = 2 \) (mod 3). Thus, we can only have \( f_1 = 0 \) (mod 3) or \( f_1 = 2 \) (mod 3).

**Lemma 3.2.** Let the interleaver length be of the form (5). Then, a true CPP \( \pi(x) = f_1 x + f_2 x^2 + f_3 x^3 \pmod{L} \) has an inverse true CPP \( \rho(x) = \rho_1 x + \rho_2 x^2 + \rho_3 x^3 \pmod{L} \), with \( \rho_3 = f_3, \rho_2 = f_2, \) and \( \rho_1 \) being the unique modulo \( L \) solution of the congruences from Table 3 according to the coefficients \( f_2 \) and \( f_1 \).
Table 3: Congruences for determining coefficient $\rho_1$ of the inverse CPP $\rho(x)$ depending on the coefficients $f_2$ and $f_1$. When the congruence has more solutions, the valid solution for $\rho_1$ fulfills the condition in the parenthesis in the third column.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$f_2$</th>
<th>Condition(s) for $f_1$</th>
<th>Congruence for determining $\rho_1$ (valid solution)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8p$</td>
<td>$0$</td>
<td>$f_1 = 1 \pmod{4}$</td>
<td>$f_1\rho_1 = 1 \pmod{8p}$</td>
</tr>
<tr>
<td></td>
<td>$2p$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2p$</td>
<td>$f_1 = 3 \pmod{4}$</td>
<td>$f_1\rho_1 = 4p + 1 \pmod{8p}$</td>
</tr>
<tr>
<td>$24p$</td>
<td>$0$</td>
<td>$f_1 = 2 \pmod{3}$</td>
<td>$f_1\rho_1 = 1 \pmod{24p}$</td>
</tr>
<tr>
<td></td>
<td>$6p$</td>
<td>$f_1 = 2 \pmod{3}$ and $f_1 = 1 \pmod{4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$0$</td>
<td>$f_1 = 0 \pmod{3}$</td>
<td>$f_1\rho_1 = 8p + 1 \pmod{24p}$ (valid solution)</td>
</tr>
<tr>
<td></td>
<td>$6p$</td>
<td>$f_1 = 0 \pmod{3}$ and $f_1 = 1 \pmod{4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$6p$</td>
<td>$f_1 = 2 \pmod{3}$ and $f_1 = 3 \pmod{4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$6p$</td>
<td>$f_1 = 0 \pmod{3}$ and $f_1 = 3 \pmod{4}$</td>
<td></td>
</tr>
</tbody>
</table>

Proof. $\rho(x)$ is an inverse CPP of $\pi(x)$ if

$$\pi(\rho(x)) = x \pmod{L}, \forall x \in \{0, 1, \ldots, L - 1\}. \quad (6)$$

Taking into account Lemma 3.1 after some algebraic manipulations, equation (6) is equivalent to

$$(f_1\rho_1 - 1) \cdot x + (f_1\rho_2 + f_2\rho_1^2) \cdot x^2 + (f_1\rho_3 + f_3\rho_1^3) \cdot x^3 + 3f_3\rho_1^2\rho_2 \cdot x^4 + 3f_3\rho_1^2\rho_3 \cdot x^5 + + f_3\rho_3^3 \cdot x^9 = 0 \pmod{L}, \forall x \in \{0, 1, \ldots, L - 1\}. \quad (7)$$

Because $\pi(x)$ and $\rho(x)$ are true CPPs, from Lemma 3.1 it results that $\rho_3 = f_3 = 2p$. Because $p$ is odd, we can have $p = 1 \pmod{4}$ or $p = 3 \pmod{4}$. Then $2p = 2 \pmod{4}$. Thus (7) is equivalent to

$$(f_1\rho_1 - 1) \cdot x + (f_1\rho_2 + f_2\rho_1^2) \cdot x^2 + 2p \cdot (f_1 + \rho_1^3) \cdot x^3 + 6p \cdot \rho_2^2 \cdot x^4 + 12p^2 \cdot \rho_1^4 \cdot x^5 + + 16p^3 \cdot x^9 = 0 \pmod{L}, \forall x \in \{0, 1, \ldots, L - 1\}. \quad (8)$$

Because $(2p) | L$, $(2p) | f_2$, and $(2p) | \rho_2$, from (8) we have

$$(f_1\rho_1 - 1) \cdot x = 0 \pmod{2p}, \forall x \in \{0, 1, \ldots, 2p - 1\}. \quad (9)$$

Equation (9) is equivalent to

$$f_1\rho_1 = 1 \pmod{2p} \Leftrightarrow f_1\rho_1 = 2p \cdot k + 1 \pmod{L}, \text{ with } k \in \{0, 1, 2, 3\} \text{ when } L = 8p,$$

and $k \in \{0, 1, 2, \ldots, 11\}$ when $L = 24p$. \quad (10)

According to Theorem 57 from [17], we note that congruence $f_1\rho_1 = 2p \cdot k + 1 \pmod{L}$ has only one solution modulo $L$ when $L = 8p$ or when $L = 24p$ and $f_1 = 2 \pmod{3}$, because $\gcd(f_1, L) = 1$. When $L = 24p$, $f_1 = 0 \pmod{3}$, and $k \in \{1, 4, 7, 10\}$, congruence $f_1\rho_1 = 2p \cdot k + 1 \pmod{L}$ has three solutions modulo $L$ because $\gcd(f_1, L) = 3$ and $3 | (2p \cdot k + 1)$, but we will show that only the solution which fulfills condition $\rho_1 = 0 \pmod{3}$ is valid and it is unique.
In the following we will see which values of $k$ in (10) are valid in different cases. We have three cases.

**Case 1:** $\rho_2 = f_2 = 0$
In this case $L = 8p$ or $L = 24p$.

**Case 1.1:** $L = 8p$
For $L = 8p$, $f_2 = \rho_2 = 0$, $f_3 = \rho_3 = 2p$, and $f_1\rho_1 = 2p \cdot k + 1$, (8) is equivalent to
\[
2p \cdot (kx + (f_1 + \rho_1^3) \cdot x^3 + 2p \cdot \rho_1^2 \cdot x^5) = 0 \pmod{8p}, \forall x \in \{0, 1, \ldots, 8p - 1\}.
\]
Taking into account that $2p = 0$. From (10) it means that $f_1\rho_1 = 1 \pmod{8p}$. We note that, because $f_1 = \rho_1 = 1 \pmod{8p}$ it results that $f_1\rho_1 = 1 \pmod{8p}$, and thus the solution of $f_1\rho_1 = 1 \pmod{8p}$ is valid.

Similarly, for $f_1 = \rho_1 = 3 \pmod{8p}$, (12) is equivalent to $k = 0$, or to $f_1\rho_1 = 1 \pmod{8p}$. The solution is valid because from $f_1 = \rho_1 = 3 \pmod{8p}$ it results that $f_1\rho_1 = 1 \pmod{8p}$.

For $f_1 = 1 \pmod{4}$ and $\rho_1 = 3 \pmod{4}$ or for $f_1 = 3 \pmod{4}$ and $\rho_1 = 1 \pmod{4}$, (12) is equivalent to $kx + 2x^5 = 0 \pmod{4}$, and thus $k = 2$, or $f_1\rho_1 = 4p + 1 \pmod{8p}$.

But in these cases $f_1\rho_1 = 3 \pmod{4}$, and so, the solution of $f_1\rho_1 = 4p + 1 \pmod{8p}$ is not valid.

Concluding, the valid solution in this case is that of congruence $f_1\rho_1 = 1 \pmod{8p}$.

**Case 1.2:** $L = 24p$
For $L = 24p$, $f_2 = \rho_2 = 0$, $f_3 = \rho_3 = 2p$, and $f_1\rho_1 = 2p \cdot k + 1$, (8) is equivalent to
\[
2p \cdot (kx + (f_1 + \rho_1^3) \cdot x^3 + 6p \cdot \rho_1^2 \cdot x^5 + 8p^3 \cdot x^9) = 0 \pmod{24p}, \forall x \in \{0, 1, \ldots, 24p - 1\}.
\]
(13) is equivalent to
\[
kx + (f_1 + \rho_1^3) \cdot x^3 + 6p \cdot \rho_1^2 \cdot x^5 + 8p^3 \cdot x^9 = 0 \pmod{12}, \forall x \in \{0, 1, \ldots, 11\}.
\]
(14) is true if and only if
\[
kx + (f_1 + \rho_1^3) \cdot x^3 + 6p \cdot \rho_1^2 \cdot x^5 + 8p^3 \cdot x^9 = 0 \pmod{3}, \forall x \in \{0, 1, 2\},
\]
and
\[
kx + (f_1 + \rho_1^3) \cdot x^3 + 2p^2 \cdot x^5 = 0 \pmod{4}, \forall x \in \{0, 1, 2, 3\}.
\]
For $f_1 = \rho_1 = 0 \pmod{3}$, (15) is equivalent to $kx + 2x^9 = 0 \pmod{3}$, and thus $k = 1 \pmod{3}$, or $k \in \{1, 4, 7, 10\}$. We note that for $k = 1 \pmod{3}$, $f_1\rho_1 = 2p \cdot k + 1 = 0 \pmod{3}$, and the solution is valid.

For $f_1 = \rho_1 = 2 \pmod{3}$, (15) is equivalent to $kx + x^3 + 2x^9 = 0 \pmod{3}$, and thus $k = 0 \pmod{3}$, or $k \in \{0, 3, 6, 9\}$. For $k = 0 \pmod{3}$, $f_1\rho_1 = 2p \cdot k + 1 = 1 \pmod{3}$, and thus, the solution is valid.
For $f_1 = 0 \pmod{3}$ and $\rho_1 = 2 \pmod{3}$, and for $f_1 = 2 \pmod{3}$ and $\rho_1 = 0 \pmod{3}$, (15) is equivalent to $k^2 + 2x^3 + 2x^9 = 0 \pmod{3}$, and thus $k = 2 \pmod{3}$. But for $k = 2 \pmod{3}$, $f_1\rho_1 = 2p \cdot k + 1 = 2 \pmod{3}$, and thus, this solution is not valid.

Now we are interested in the valid solutions of $k$ so that (16) is fulfilled.

For $f_1\rho_1 = 1 \pmod{4}$, (16) is equivalent to $kx + 2x^4 + 2x^5 = 0 \pmod{4}$, and thus $k = 0 \pmod{4}$, or $k \in \{0, 4, 8\}$. For $k = 0 \pmod{4}$, $f_1\rho_1 = 2p \cdot k + 1 = 1 \pmod{4}$, and the solution is valid.

For $f_1\rho_1 = 1 \pmod{4}$, (16) is also equivalent to $kx + 2x^3 + 2x^5 = 0 \pmod{4}$, and thus $k = 0 \pmod{4}$, or $k \in \{0, 4, 8\}$. For $k = 0 \pmod{4}$, $f_1\rho_1 = 2p \cdot k + 1 = 1 \pmod{4}$, and thus, this solution is not valid.

Taking into account that both (15) and (16) must be fulfilled, combining the above solutions, we have $k = 0$ or $f_1\rho_1 = 1 \pmod{24p}$ when $f_1 = 2 \pmod{3}$ and $f_1 = 1$ or 3 (mod 4), and $k = 4$ or $f_1\rho_1 = 8p + 1 \pmod{24p}$, with $\rho_1 = 0 \pmod{3}$, when $f_1 = 0 \pmod{3}$ and $f_1 = 1$ or 3 (mod 4).

Case 2: $\rho_2 = f_2 = 2p$

In this case $L = 8p$ and for $\rho_3 = f_3 = 2p$ and $f_1\rho_1 = 2p \cdot k + 1 \pmod{8p}$, (8) is equivalent to

$$2p \cdot (kx + (f_1 + \rho_1^2) \cdot x^2 + (f_1 + \rho_1^3) \cdot x^3 + 6p \cdot \rho_1^2 \cdot x^4 + 2p \cdot \rho_1^3 \cdot x^5) = 0 \pmod{8p}, \forall x \in \{0, 1, \ldots, 8p - 1\}.$$  

(17) holds if and only if

$$kx + (f_1 + \rho_1^2) \cdot x^2 + (f_1 + \rho_1^3) \cdot x^3 + 2 \cdot \rho_1^2 \cdot x^4 + 2 \cdot \rho_1^3 \cdot x^5 = 0 \pmod{4}, \forall x \in \{0, 1, 2, 3\}.$$  

(18)

But $2 \cdot \rho_1^2 \cdot x^4 + 2 \cdot \rho_1^3 \cdot x^5 = 2 \cdot \rho_1^2 \cdot x^4 \cdot (x + 1) = 0 \pmod{4}$, and thus, (18) is equivalent to

$$kx + (f_1 + \rho_1^2) \cdot x^2 + (f_1 + \rho_1^3) \cdot x^3 = 0 \pmod{4}, \forall x \in \{0, 1, 2, 3\}.$$  

(19)

For $f_1 = \rho_1 = 1 \pmod{4}$, (19) is equivalent to $kx + 2x^2 + 2x^3 = 0 \pmod{4}$, and thus $k = 0$, or $f_1\rho_1 = 1 \pmod{8p}$, which is a valid solution.

For $f_1 = \rho_1 = 3 \pmod{4}$, (19) is equivalent to $kx + 2x^3 = 0 \pmod{4}$, and thus $k = 2$, or $f_1\rho_1 = 4p + 1 \pmod{8p}$, which is a valid solution.

For $f_1 = 1 \pmod{4}$ and $\rho_1 = 3 \pmod{4}$, (19) is equivalent to $kx + 2x^2 = 0 \pmod{4}$, and thus $k = 2$, which is not a valid solution.

For $f_1 = 3 \pmod{4}$ and $\rho_1 = 1 \pmod{4}$, (19) is equivalent to $kx = 0 \pmod{4}$, and thus $k = 0$, which is also not a valid solution.

Thus the valid solutions in this case are those of congruence $f_1\rho_1 = 1 \pmod{8p}$ when $f_1 = 1 \pmod{4}$ and of congruence $f_1\rho_1 = 4p + 1 \pmod{8p}$ when $f_1 = 3 \pmod{4}$.

Case 3: $\rho_2 = f_2 = 6p$

In this case $L = 24p$ and for $\rho_3 = f_3 = 2p$ and $f_1\rho_1 = 2p \cdot k + 1 \pmod{24p}$, (8) is equivalent to

$$2p \cdot (kx + 3 \cdot (f_1 + \rho_1^2) \cdot x^2 + (f_1 + \rho_1^3) \cdot x^3 + 18p \cdot \rho_1^2 \cdot x^4 + 6p \cdot \rho_1^2 \cdot x^5 + 8p^3 \cdot x^9) = 0 \pmod{24p}, \forall x \in \{0, 1, \ldots, 24p - 1\}.$$  

(20)
(20) holds if and only if
\[ kx + 3 \cdot (f_1 + \rho_1^3) \cdot x^2 + (f_1 + \rho_1^3) \cdot x^3 + 6p \cdot \rho_1^3 \cdot x^4 + 6p \cdot \rho_1^2 \cdot x^5 + 8p^3 \cdot x^9 = 0 \pmod{12}, \forall x \in \{0, 1, \ldots, 11\}. \] (21)

Quantity 6p \cdot \rho_1^2 \cdot x^4 + 6p \cdot \rho_1^2 \cdot x^5 = 6p \cdot \rho_1 \cdot x^4 \cdot (x + 1), and thus it is equal to 0 modulo 12. Then (21) is equivalent to
\[ kx + 3 \cdot (f_1 + \rho_1^3) \cdot x^2 + (f_1 + \rho_1^3) \cdot x^3 + 8p^3 \cdot x^9 = 0 \pmod{12}, \forall x \in \{0, 1, \ldots, 11\}. \] (22)

(22) holds if and only if
\[ kx + (f_1 + \rho_1^3) \cdot x^3 + 2 \cdot x^9 = 0 \pmod{3}, \forall x \in \{0, 1, 2\}. \] (23)

and
\[ kx + 3 \cdot (f_1 + \rho_1^3) \cdot x^2 + (f_1 + \rho_1^3) \cdot x^3 = 0 \pmod{4}, \forall x \in \{0, 1, 2, 3\}. \] (24)

For \( f_1 = \rho_1 = 0 \pmod{3} \), (23) is equivalent to \( kx + 2 \cdot x^9 = 0 \pmod{3} \), and thus \( k = 1 \pmod{3} \), or \( k \in \{1, 4, 7, 10\} \). Following a similar analysis as that in case 1.2, the solution results valid.

For \( f_1 = \rho_1 = 2 \pmod{3} \), (23) is equivalent to \( kx + x^3 + 2 \cdot x^9 = 0 \pmod{3} \), and thus \( k = 0 \pmod{3} \), or \( k \in \{0, 3, 6, 9\} \), which is a valid solution.

For \( f_1 = 0 \pmod{3} \) and \( \rho_1 = 2 \pmod{3} \), and for \( f_1 = 2 \pmod{3} \) and \( \rho_1 = 0 \pmod{3} \), (23) is equivalent to \( kx + 2x^3 + 2x^9 = 0 \pmod{3} \), and thus \( k = 2 \pmod{3} \), which is not a valid solution.

For \( f_1 = \rho_1 = 1 \pmod{4} \), (24) is equivalent to \( kx + 2x^2 + 2x^3 = 0 \pmod{4} \), and thus \( k = 0 \pmod{4} \), or \( k \in \{0, 4, 8\} \), which is a valid solution.

For \( f_1 = \rho_1 = 3 \pmod{4} \), (24) is equivalent to \( kx + 2x^3 = 0 \pmod{4} \), and thus \( k = 2 \pmod{4} \), or \( k \in \{2, 6, 10\} \), which is a valid solution.

For \( f_1 = 1 \pmod{4} \) and \( \rho_1 = 3 \pmod{4} \), (24) is equivalent to \( kx + 2x^2 = 0 \pmod{4} \), and thus \( k = 2 \pmod{4} \), which is not a valid solution.

For \( f_1 = 3 \pmod{4} \) and \( \rho_1 = 1 \pmod{4} \), (24) is equivalent to \( kx = 0 \pmod{4} \), and thus \( k = 0 \pmod{4} \), which is not a valid solution.

Combining the above solutions, we have

1) \( k = 4 \) or \( f_1\rho_1 = 8p + 1 \pmod{24p} \), with \( \rho_1 = 0 \pmod{3} \), when \( f_1 = 0 \pmod{3} \) and \( f_1 = 1 \pmod{4} \),

2) \( k = 10 \) or \( f_1\rho_1 = 20p + 1 \pmod{24p} \), with \( \rho_1 = 0 \pmod{3} \), when \( f_1 = 0 \pmod{3} \) and \( f_1 = 3 \pmod{4} \),

3) \( k = 0 \) or \( f_1\rho_1 = 1 \pmod{24p} \), when \( f_1 = 2 \pmod{3} \) and \( f_1 = 1 \pmod{4} \), and

4) \( k = 6 \) or \( f_1\rho_1 = 12p + 1 \pmod{24p} \), when \( f_1 = 2 \pmod{3} \) and \( f_1 = 3 \pmod{4} \).

Thus, the lemma is proved. \( \Box \)

We note that the inverse CPP from Lemma 3.2 is a true CPP and thus the CPP \( \pi(x) \) does not admit an inverse QPP. We also note that, because the inverse CPP is a true CPP, then we don’t need to consider cases when \( f_2 = 0 \) and \( \rho_2 = 2p \), or \( f_2 = 2p \) and \( \rho_2 = 0 \), for \( L = 8p \), and cases when \( f_2 = 0 \) and \( \rho_2 = 6p \), or \( f_2 = 6p \) and \( \rho_2 = 0 \), for \( L = 24p \). If \( \rho_2 \neq f_2 \pmod{L/2} \) then the resulted CPP \( \rho(x) \) is a true CPP different from the one corresponding to the inverse permutation.

Now we give the theorem containing the main result in this paper.
**Theorem 3.3.** Let the interleaver length be of the form \([5]\). Then the minimum distance of the classical nominal 1/3 rate turbo code with two recursive systematic convolutional codes parallel concatenated having the generator matrix \(G = [1, 15/13]\) (in octal form) is upper bounded by the value of 27.

**Proof.** We consider the interleaver pattern of size nine from Fig. 1. We note that this interleaver pattern is similar to that in Fig. 2 from \([5]\), but for true CPP-based interleavers it leads to other minimum distance of the turbo code.

![Critical interleaver pattern of size nine for CPP-based interleavers](image)

The nine elements of permutation \(\pi(\cdot)\) indicated in Fig. 1 are written in detail below

\[
\begin{align*}
x_1 & \rightarrow \pi(x_1) \\
x_1 + b & \rightarrow \pi(x_1 + b) \\
x_1 + c & \rightarrow \pi(x_1 + c) \\
x_2 & \rightarrow \pi(x_2) = \pi(x_1) + c \\
x_2 + b & \rightarrow \pi(x_2 + b) = \pi(x_1 + b) + c \\
x_2 + c & \rightarrow \pi(x_2 + c) = \pi(x_1 + c) + c \\
x_3 & \rightarrow \pi(x_3) = \pi(x_1) + b \\
x_3 + b & \rightarrow \pi(x_3 + b) = \pi(x_1 + b) + b \\
x_3 + c & \rightarrow \pi(x_3 + c) = \pi(x_1 + c) + b
\end{align*}
\]  

(25)

Writing \(x = \rho(\pi(x))\), for \(x = x_1\), \(x = x_2\), and \(x = x_3\), the equations corresponding to points \(x_2 + b\), \(x_2 + c\), \(x_3 + b\), and \(x_3 + c\) from (25) are written as

\[
\begin{align*}
\pi(\rho(\pi(x_2)) + b) & = \pi(\rho(\pi(x_1)) + b) + c \pmod{L} \\
\pi(\rho(\pi(x_2)) + c) & = \pi(\rho(\pi(x_1)) + c) + c \pmod{L} \\
\pi(\rho(\pi(x_3)) + b) & = \pi(\rho(\pi(x_1)) + b) + b \pmod{L} \\
\pi(\rho(\pi(x_3)) + c) & = \pi(\rho(\pi(x_1)) + c) + b \pmod{L}
\end{align*}
\]  

(26)

Using the equations corresponding to points \(x_2\) and \(x_3\) from (25) in (26), and then replacing \(\pi(x_1)\) by \(x\), we have

\[
\begin{align*}
\pi(\rho(x + c) + b) & = \pi(\rho(x) + b) + c \pmod{L} \\
\pi(\rho(x + c) + c) & = \pi(\rho(x) + c) + c \pmod{L} \\
\pi(\rho(x + b) + b) & = \pi(\rho(x) + b) + b \pmod{L} \\
\pi(\rho(x + b) + c) & = \pi(\rho(x) + c) + b \pmod{L}
\end{align*}
\]  

(27)
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Unlike [5], we consider both \( x = 0 \) and \( x = 1 \) in (27). For \( x = 0 \) in (27) we have

\[
\begin{align*}
\pi(\rho(c) + b) &= \pi(b) + c \pmod{L} \\
\pi(\rho(c) + c) &= \pi(c) + c \pmod{L} \\
\pi(\rho(b) + b) &= \pi(b) + b \pmod{L} \\
\pi(\rho(b) + c) &= \pi(c) + b \pmod{L}
\end{align*}
\]  

and for \( x = 1 \) in (27) we have

\[
\begin{align*}
\pi(\rho(1 + c) + b) &= \pi(\rho(1) + b) + c \pmod{L} \\
\pi(\rho(1 + c) + c) &= \pi(\rho(1) + c) + c \pmod{L} \\
\pi(\rho(1 + b) + b) &= \pi(\rho(1) + b) + b \pmod{L} \\
\pi(\rho(1 + b) + c) &= \pi(\rho(1) + c) + b \pmod{L}
\end{align*}
\]  

Equations in (28) are equivalent to

\[
\begin{align*}
b \cdot \rho(b) \cdot (2 \cdot f_2 + 3 \cdot f_3 \cdot (b + \rho(b))) &= 0 \pmod{L} \\
c \cdot \rho(c) \cdot (2 \cdot f_2 + 3 \cdot f_3 \cdot (c + \rho(c))) &= 0 \pmod{L} \\
b \cdot \rho(c) \cdot (2 \cdot f_2 + 3 \cdot f_3 \cdot (b + \rho(c))) &= 0 \pmod{L} \\
c \cdot \rho(b) \cdot (2 \cdot f_2 + 3 \cdot f_3 \cdot (c + \rho(b))) &= 0 \pmod{L}
\end{align*}
\]  

and equations in (29) are equivalent to

\[
\begin{align*}
2 \cdot b \cdot f_2 \cdot (\rho(b + 1) - b \cdot \rho(1)) + \\
+3 \cdot b \cdot f_3 \cdot (b \cdot \rho(b + 1) + \rho^2(b + 1) - b \cdot \rho(1) - \rho^2(1)) &= 0 \pmod{L} \\
2 \cdot c \cdot f_2 \cdot (\rho(c + 1) - b \cdot \rho(1)) + \\
+3 \cdot c \cdot f_3 \cdot (c \cdot \rho(c + 1) + \rho^2(c + 1) - c \cdot \rho(1) - \rho^2(1)) &= 0 \pmod{L} \\
2 \cdot b \cdot f_2 \cdot (\rho(c + 1) - b \cdot \rho(1)) + \\
+3 \cdot b \cdot f_3 \cdot (b \cdot \rho(c + 1) + \rho^2(c + 1) - b \cdot \rho(1) - \rho^2(1)) &= 0 \pmod{L} \\
2 \cdot c \cdot f_2 \cdot (\rho(b + 1) - c \cdot \rho(1)) + \\
+3 \cdot c \cdot f_3 \cdot (c \cdot \rho(b + 1) + \rho^2(b + 1) - c \cdot \rho(1) - \rho^2(1)) &= 0 \pmod{L}
\end{align*}
\]  

Because for the considered lengths, as in [5], coefficients \( f_2 \) and \( f_3 \) are multiples of \( 2p \), coefficient \( f_2 \) is multiple of 3 for \( n_{L,3} = 1 \), then the congruences from (30) and (31) are fulfilled if the left hand terms are divisible by 8.

In (30) and (31) we consider \( b = 1 \) and \( c = 5 \), for which the interleaver pattern from Fig. 1 leads to minimum distance of \( 9 + 6 \cdot 3 = 27 \), because each of the six 3-weight input error patterns leads to a parity sequence of weight 3.

As in the proof of Lemma 3.2 we have three cases. In each of these cases \( f_3 = \rho_3 = 2p = 2 \pmod{4} \) and \( f_1 = f_1 = 1 \pmod{4} \) or \( f_1 = \rho_1 = 3 \pmod{4} \). We will prove that congruences from (30) and (31) are fulfilled for \( f_1 = \rho_1 = 1 \pmod{4} \) or for \( f_1 = \rho_1 = 3 \pmod{4} \). Thus the interleaver pattern from Fig. 1 appears for \( x = 0 \) or for \( x = 1 \), and thus, the upper bound of the minimum distance is 27.

**Case 1**: \( f_2 = \rho_2 = 0 \)

This case has two subcases.

**Case 1.1**: \( L = 8p \)

In this case, for \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences from (30), divided by \( 2p \), are equivalent modulo 4 to

\[
\rho(1) \cdot 3 \cdot (1 + \rho(1)) \pmod{4} = 3 \cdot \rho(1) \cdot (1 + \rho_1 + \rho_2 + \rho_3) \pmod{4} =
\]

\[
= 3 \cdot \rho(1) \cdot (3 + \rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 1 \pmod{4}.
\]  

\[ (32) \]
For \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences in (31), divided by \( 2p \), are equivalent modulo 4 to

\[
3 \cdot (\rho(2) - \rho(1)) \cdot (1 + \rho(1) + \rho(2)) \pmod{4} = \\
= 3 \cdot (\rho(2) - \rho(1)) \cdot (1 + 3\rho_1 + \rho_2 + \rho_3) \pmod{4} = \\
= 3 \cdot (\rho(2) - \rho(1)) \cdot (3 + 3\rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 3 \pmod{4}.
\]  

(33)

**Case 1.2**: \( L = 24p \)

In this case, for \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences in (30), divided by \( 6p \), are equivalent modulo 4 to

\[
\rho(1) \cdot (1 + \rho(1)) \pmod{4} = \rho(1) \cdot (3 + \rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 1 \pmod{4}. \quad (34)
\]

For \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences in (31), divided by \( 6p \), are equivalent modulo 4 to

\[
(\rho(2) - \rho(1)) \cdot (1 + \rho(1) + \rho(2)) \pmod{4} = \\
= (\rho(2) - \rho(1)) \cdot (3 + 3\rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 3 \pmod{4}.
\]  

(35)

**Case 2**: \( f_2 = \rho_2 = 2p \) \( (L = 8p) \)

For \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences in (30), divided by \( 2p \), are equivalent modulo 4 to

\[
\rho(1) \cdot (2 + 3 \cdot (1 + \rho(1))) \pmod{4} = \rho(1) \cdot (1 + 3\rho_1 + 3\rho_2 + 3\rho_3) \pmod{4} = \\
= \rho(1) \cdot (1 + 3\rho_1 + 2 + 2) \pmod{4} = \rho(1) \cdot (1 + 3\rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 1 \pmod{4}.
\]  

(36)

For \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences in (31), divided by \( 2p \), are equivalent modulo 4 to

\[
(\rho(2) - \rho(1)) \cdot (2 + 3 \cdot (1 + \rho(1) + \rho(2))) \pmod{4} = \\
= (\rho(2) - \rho(1)) \cdot (1 + 9\rho_1 + 3\rho_2 + 3\rho_3) \pmod{4} = \\
= (\rho(2) - \rho(1)) \cdot (1 + \rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 3 \pmod{4}.
\]  

(37)

**Case 3**: \( f_2 = \rho_2 = 6p \) \( (L = 24p) \)

For \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences in (30), divided by \( 6p \), are equivalent modulo 4 to

\[
\rho(1) \cdot (2 + 1 + \rho(1)) \pmod{4} = \rho(1) \cdot (3 + \rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 1 \pmod{4}.
\]  

(38)

For \( b = 1 \) and \( c = 5 \), the left hand terms from the four congruences in (31), divided by \( 6p \), are equivalent modulo 4 to

\[
(\rho(2) - \rho(1)) \cdot (2 + 1 + \rho(1) + \rho(2)) \pmod{4} = \\
= (\rho(2) - \rho(1)) \cdot (3 + 3\rho_1) \pmod{4} = 0, \text{ for } \rho_1 = f_1 = 3 \pmod{4}.
\]  

(39)

Thus, the theorem is proved.

\[
\square \quad \square
\]
4 Remarks and Examples

In this section we make some remarks about our main result in this paper. According to Table II from [5], for the interleaver lengths considered in (5), the minimum distance of the turbo codes with QPP interleavers is upper bounded by the value of 36. This upper bound, as that obtained in this paper, is achievable for sufficiently large interleaver lengths and for dual trellis termination [18]. In Table 4 we give QPPs and CPPs for four interleaver lengths with optimal minimum distance (denoted $d_{\text{min}}$), i.e. 36 for QPPs and 27 for CPPs. The codeword multiplicities are also given in Table 4. In the second column the value of $p$ in (5) is given. To emphasize the difference in error correction capabilities, frame error rates (FER) at high signal-to-noise ratio (SNR) are also provided in Table 4. An additive white Gaussian noise (AWGN) channel and a Max-Log-MAP algorithm, with a scaling coefficient of 0.7 for the extrinsic information, are considered in simulations. Other CPPs with optimal minimum distance equal to 27 are those given in [10] for the interleaver lengths 248, 296, 344, 456, and 488.

Table 4: Simulation results for $d_{\text{min}}$-optimal QPPs and CPPs of interleaver lengths 312, 1608, 4184, and 10104

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>SNR [dB]</th>
<th>$d_{\text{min}}$-optimal QPP</th>
<th>$N_{d_{\text{min}}}$ for QPP</th>
<th>FER</th>
<th>$d_{\text{min}}$-optimal CPP</th>
<th>$N_{d_{\text{min}}}$ for CPP</th>
<th>FER</th>
</tr>
</thead>
<tbody>
<tr>
<td>312</td>
<td>13</td>
<td>2.75</td>
<td>$115x + 78x^2$</td>
<td>558</td>
<td>$1.64 \cdot 10^{-8}$</td>
<td>$11x + 0x^2 + 26x^3$</td>
<td>142</td>
<td>$1.84 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>1608</td>
<td>67</td>
<td>2.0</td>
<td>$701x + 402x^2$</td>
<td>3142</td>
<td>$1.70 \cdot 10^{-5}$</td>
<td>$3x + 0x^2 + 134x^3$</td>
<td>790</td>
<td>$1.57 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>4184</td>
<td>523</td>
<td>2.5</td>
<td>$13x + 1046x^2$</td>
<td>18660</td>
<td>$3.70 \cdot 10^{-6}$</td>
<td>$3x + 0x^2 + 1046x^3$</td>
<td>2078</td>
<td>$4.48 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>10104</td>
<td>421</td>
<td>2.3</td>
<td>$23x + 2526x^2$</td>
<td>104811</td>
<td>$2.17 \cdot 10^{-5}$</td>
<td>$3x + 0x^2 + 842x^3$</td>
<td>5038</td>
<td>$2.85 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 5: Simulation results for better 5-PPs compared to $d_{\text{min}}$-optimal QPPs of interleaver lengths 312 and 1608

<table>
<thead>
<tr>
<th>$L$</th>
<th>SNR [dB]</th>
<th>5-PP</th>
<th>$d_{\text{min}}$</th>
<th>$N_{d_{\text{min}}}$</th>
<th>FER</th>
</tr>
</thead>
<tbody>
<tr>
<td>312</td>
<td>2.75</td>
<td>$183x + 0x^2 + 49x^3 + 0x^4 + 7x^5$</td>
<td>30</td>
<td>20</td>
<td>$7.93 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>1608</td>
<td>2.0</td>
<td>$199x + 767x^2 + 153x^3 + x^4 + x^5$</td>
<td>35</td>
<td>46</td>
<td>$3.16 \cdot 10^{-7}$</td>
</tr>
</tbody>
</table>

We note that for the interleaver lengths considered in (5) there are not true fourth degree PPs [19][20]. For interleaver lengths as in (5) fifth degree PPs [21] exists only if $p \neq 1 \mod 15$ [20]. Thus, to find a PP possible better than QPP interleavers for lengths as in (5), we have to consider the degree of PP at least five when $p \neq 1 \mod 15$ and at least six when $p = 1 \mod 15$. To give a result in this direction, in Table 5 we provide 5-PPs better than QPPs for interleaver lengths 312 and 1608. We note that for interleaver length of 312 the three PPs in Tables 4 and 5 were optimised by the first method given in [8] with the distance spectra for AWGN channel truncated at the first three terms. For interleaver length of 1608 the QPP was optimised selecting firstly QPPs with maximum metric $\Omega^\prime$ and then, among these QPPs, those with the best distance spectrum truncated at the first three terms. The CPP and the 5-PP of length of 1608 were selected choosing the PP of highest minimum distance and lowest multiplicity among some PPs.
5 Conclusions

In this paper we have considered the interleaver lengths of the form $8p$ or $24p$, with $p$ a prime number such that $3 \mid (p - 1)$. We have proved that the minimum distance of a classical $1/3$ rate turbo code with component codes as those for LTE standard [11], and true CPP interleavers of the considered lengths is upper bounded by the value of 27. This upper bound is significantly weaker than that for QPP interleavers, i.e. 36 as it was shown in [5].

We have obtained the coefficients of the inverse true CPP of a true CPP for the considered interleaver lengths.

Finally, we have given four examples of CPPs and QPPs of small to high interleaver lengths with optimal minimum distance and we have compared their error rate performance at high SNR. We also have made some remarks about PP interleavers of degree higher than three. As a conclusion in this regard, to find a PP possible better than QPP interleavers for the interleaver lengths in the paper, a degree of PP equal to at least five when prime $p \neq 1 \pmod{15}$ and at least six when $p = 1 \pmod{15}$ has to be considered. Better 5-PPs are provided for two of the four considered interleaver lengths.
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